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Abstract: To accelerate the training of neural network
force field such as Deep Potential, which usually requires
thousands of images based on first-principles calculation and
a couple of days to generate an accurate potential energy sur-
face, we propose a novel optimizer named reorganized layer
extended Kalman filtering (RLEKF), an optimized version
of global extended Kalman filtering (GEKF) with a strat-
egy of splitting big and gathering small layers to overcome
the O(N 2) computational cost of GEKF. This strategy pro-
vides an approximation of the dense weights error covari-
ance matrix with a sparse diagonal block matrix for GEKF.
We implement both RLEKF and the baseline Adam in our
αDynamics package and numerical experiments are per-
formed on 13 unbiased datasets. Overall, RLEKF converges
faster with slightly better accuracy. For example, a test on
a typical system, bulk copper, shows that RLEKF converges
faster by both the number of training epochs (×11.67) and
wall-clock time (×1.19). Besides, we theoretically prove that
the updates of weights converge and thus are against the gra-
dient exploding problem. Experimental results verify that
RLEKF is not sensitive to the initialization of weights.


