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Abstract: We present new theoretical results for the BFGS
method with an adaptive step size [Gao and Goldfarb, Opti-
mization Methods and Software, 34(1):194-217, 2019], show-
ing explicit two-phase global convergence: a linear phase at
rate O((1 — 1/)") and a superlinear phase at O((¢/k)"),
where k is the iteration counter and s is the condition
number. In contrast, classical analyses establish asymp-
totic convergence only, and recent non-asymptotic results
mainly address local convergence under the unit step size
or global guarantees with line search. We further pro-
pose a smoothness-aided variant that takes a larger adap-
tive step by leveraging the gradient Lipschitz continuity,
thereby accelerating early convergence. These results pro-

vide the first explicit non-asymptotic global characterization




