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Abstract: Policy optimization refers to a family of effective
algorithms which search in the policy space based on policy
parameterization to solve reinforcement learning problems.
Inspired by the similar update pattern of softmax natural
policy gradient and Hadamard policy gradient, we propose
to study a general policy update rule called ϕ-update, where
ϕ refers to a scaling function on advantage functions. Un-
der very mild conditions on ϕ, the global asymptotic state
value convergence of ϕ-update is firstly established. Then
we show that the policy produced by ϕ-update indeed con-
verges, even when there are multiple optimal policies. This is
in stark contrast to existing results where explicit regulariza-
tions are required to guarantee the convergence of the policy.
The exact asymptotic convergence rate of state values is fur-
ther established based on the policy convergence. Lastly, we
establish the global linear convergence of ϕ-update.


