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Abstract: Neural networks have become powerful tools for solving Par-

tial Differential Equations (PDEs), with wide-ranging applications in

engineering, physics, and biology. In this talk, we explore the perfor-

mance of deep neural networks in solving PDEs, focusing on two primary

sources of error: approximation error, and generalization error. The ap-

proximation error captures the gap between the exact PDE solution and

the neural network’s hypothesis space. Generalization error arises from

the challenges of learning from finite samples. We begin by analyzing the

approximation capabilities of deep neural networks, particularly under

Sobolev norms, and discuss strategies to overcome the curse of dimen-

sionality. We then present generalization error bounds, offering insight

into when and why deep networks can outperform shallow ones in solving

PDEs.


