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Abstract: Transformer-based Large Language Models (LLMs) have

revolutionized Natural Language Processing by demonstrating excep-

tional performance across diverse tasks. This study investigates the

impact of the parameter initialization scale on the training behavior and

task preferences of LLMs. We discover that smaller initialization scales

encourage models to favor reasoning tasks, whereas larger initialization

scales lead to a preference for memorization tasks. We validate this rea-

soning bias via real datasets and meticulously designed anchor functions.

Further analysis of initial training dynamics suggests that specific model

components, particularly the embedding space and self-attention mech-

anisms, play pivotal roles in shaping these learning biases. We provide a

theoretical framework from the perspective of model training dynamics

to explain these phenomena. Additionally, experiments on real-world

language tasks corroborate our theoretical insights. This work enhances

our understanding of how initialization strategies influence LLM per-

formance on reasoning tasks and offers valuable guidelines for training

models.


